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Motivation

• Greenland Ice Sheet surface melt is driven by complex mechanisms 
involving both local and remote processes

• Most CMIP6 models lack realistic surface melt calculation over ice 
sheets

(Sellevold et al., 2021)

Develop an emulator for 2D 
surface melt fields 
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Method – Graph Neural Network (GNN)

3

• Unlike CNNs, GNNs can operate on unstructured grids
• Successfully applied in ML-based weather prediction models (e.g., GraphCast; 

Lam et al., 2023)

(Credit: Michael Galkin) 



Method – Graph Transformer

• Combines local message passing and long-range impacts
• Integrates graph structure into the attention mechanism
• Applications include Artificial Intelligence Forecasting System (AIFS; Lang et al., 

2024), molecular property prediction (e.g., GraphGPS; Rampášek et al., 2023)
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(Credit: Michael Galkin) 



CESM2 CMIP6 historical simulations: 
• First 10 members for training, 
• The last member for evaluation (~11%)
• Period: 1850-2014

Input variables (JJA mean):

        SWin, LWin, T2m, Q2m, U10, PS, Z500, SNOW,   

        RAIN, LWP, IWV

Output variable: Annual surface melt
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Emulator structure
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Training
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Training speed:
• Without attention: 5-10 mins per epoch (Apple M1 Pro, 10-core CPU)
• With attention: ~30 mins per epoch (currently ran 80 epochs)
• Transferring to GPUs at TACC for acceleration



Evaluation
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Emulate JJA melt

Emulate annual melt

•  Emulating annual melt 
is more challenging

• Some input variables 
may be redundant

• Adding attention 
slightly decrease 
RMSE and increase R2



Evaluation – Averaged over 1850-2014 
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R2 = 0.91

• Larger RMSE and bias over marginal regions



Evaluation – Example of one single year (1990) 
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• Emulator captures the general spatial pattern but underestimates high melt 
values



Evaluation – Example of one single year (2014) 

11

• Emulator captures the general spatial pattern but underestimates high melt 
values



Evaluation – Integrated surface melt 

12

• Emulator does not capture 
interannual variability well

R = 0.30 (0.003)
RMSE = 23.1%
Bias = -2.2%

• Adding global attention helps 
capture the increase in melt due 
to warming

R = 0.49 (0.072)
RMSE = 22.6%
Bias = 5.4%

2 layers
5 variables

4 layers+attention
11 variables



Take-aways
• The GNN-based emulator produces reasonable JJA surface melt fields, but 

improvements are needed, especially over lower-elevation regions

Next steps
• Incorporate SSP simulations into training
• Perform sensitivity experiments to assess the impact of input variables and 

modeling choices (e.g., gradient loss)
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• Conduct feature attribution analyses (e.g., GraphSHAP) to identify key 
variables and regions controlling surface melt

• Apply the trained emulator across all CMIP6 models to generate an ensemble 
estimate of GrIS surface melt

• (Probabilistic prediction)
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