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Motivation
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After 4 years of rapid advancement in 
accuracy, further advancements in AI 

weather modeling have shown diminishing 
returns in improving global metrics.

Experiments with data assimilation and 
ensembles have revealed physical inconsistencies 

and instabilities that require more engagement 
with the data and physics.

Model goes unstable

Source: Slivinski et al. 2024



Our Framework: CREDIT

What is CREDIT?
An open foundational platform for 
developing and deploying AI weather and 
Earth system prediction models.

CREDIT enables users to build custom 
data and modeling pipelines to load data, 
train configurable AI forward models, and 
deploy them for real-time forecasting, 
hindcasting, or scenario projections.

CREDIT offers both scientifically validated 
model configurations and endless 
customization for any use case.
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CREDIT Components
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CREDIT WXFormer v1: Training Data

• ERA5 hybrid sigma-pressure level data 
on 0.28 deg. Gaussian grid (1280 x 640 
grid cells)
– 1979-2014 training
– 2014-2017 validation
– 2018-2022 testing

• State variables on 16 hybrid-sigma levels 
sampled from the 137 ERA5 levels

• Surface and 500 hPa variables
• Forcing

• Integrated solar irradiance at TOA
• Land Sea Mask
• Geopotential at surface



CREDIT WXFormer Model Architecture
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Spectral normalization of weights during training
- prevent exploding and vanishing gradients
- improve model stability



Global Verification

• Both WXFormer and MILES FuXi are 
outperforming IFS for all surface 
variables

• Larger gains with specific humidity 
and surface temperature

• Bigger gains at longer lead times
• Performance consistent with other AI 

NWP models
• Competitive with Pangu-Weather but 

more stable



Kinetic Energy Spectra



Variations by Vertical Level
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WXFormer 1 Hour ERA5









Physics Conservation (Work led by Kyle Sha)
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Data: ERA5 conservatively regridded to 1 degree
Loss: Latitude-weighted MSE
Ingredients for Physics Constraints in AI Weather Prediction
1.Sufficient variables to calculate mass, moisture, and energy budgets
2.Conservation layers that adjust data to conserve mass, moisture, and total 
energy across the globe to match initial values with multiplicative scaling



Forecast Improvements
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Ablation Analysis
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Physics-Constrained Case Example
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Top of atmosphere net thermal radiation Total Precipitation









CREDIT User Stories

Graduate Student

Goal: Wants to investigate the effect of changes in 
sea surface temperature patterns on snow depth in 
the Andes.

With CREDIT: Starts with a pre-trained CREDIT 
model, generates ensemble forecasts for 5 years 
on one Derecho node in a day and applies ML 
winter precipitation type algorithm to partition rain 
and snow and estimate snow depth. Adjusts SST 
distribution and re-runs ensemble the next day. 

Without CREDIT: Grad student spends a month 
generating MPAS ensemble runs and then another 
month writing code to calculate p-type and parse 
through the data.

Risk Modeler

Goal: Simulate the compound risk of heat waves with 
deadly wet bulb globe temperatures following tropical 
cyclones that reduce electricity and A/C.

With CREDIT: Run 50 initializations of CAMulator for 
100 years each on 1 GPU for 1 day on an AWS GPU 
node. Run tropical cyclone storm tracker and heat 
anomaly algorithm to find collocated tropical 
cyclone/heat wave events in parallel with each 
ensemble member and only save data around 
combined events. Perform analytics to assess global 
risks the next day. 

Without CREDIT: Requests for 1 million core-hours on 
Derecho. Run for 357 compute-days across 500 nodes 
to generate regular CAM ensemble in a week. Then 
spend month writing parallel analytics script to parse 
through many terabytes of model output.



CREDIT Future Directions

Open Questions
• Ensemble generation: what is the most 

accurate method with least latency?
• Tradeoffs between data volume, model size, 

input data size, and types of physical 
constraints

• How to improve vertical exchange of 
information in model, especially between 
troposphere and stratosphere

• End-to-end black box model vs more 
interpretable/tunable collection of component  
models?

Next Steps
• Improve usability of CREDIT with software 

engineering support
• Adding ensemble generation
• Regional model training and evaluation
• S2S and longer scale rollout evaluation
• Training a new weather model with more 

vertical levels at 0.25 degree or finer resolution
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Summary

• CREDIT opens a new pathway to 
customization of the whole AI weather 
and climate modeling pipeline

• Physics constraints and data choices 
greatly improve model realism

• Paper accepted in npj Climate and 
Atmospheric Science!

• CREDIT source code and models: 
https://github.com/NCAR/miles-credit

• Links to CREDIT papers: 
https://miles.ucar.edu/projects/credit/
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Version 2025.2.0 is out now!

Contact Me
Email: dgagne@ucar.edu
Bluesky: @DJGagneDos
Github: djgagne

https://github.com/NCAR/miles-credit
https://miles.ucar.edu/projects/credit/
mailto:dgagne@ucar.edu
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